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PVM and Heterogeneous Environment

� Dynamic Environment
� Heterogeneous computers

� Computer turns off

� Network failure
� Unbalanced Workload 

� Multi users

� Features of the existing Softwares (PVM and 
MPI)
� Node failures can be detected but can not be fixed

� Advanced approach for load balancing is left for the 
user



Problem Statement

� This research aims at developing a sub-system 

to assist PVM for achieving 

(1) load balanced computing 

(2) robust computing 

in heterogeneous environment



Recent Related Work
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Proposed System Architecture 

1. Workload Balancing
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Proposed System Architecture
2. Robustness

• task-driven load

assignment          

• failure-free task

assignment
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• Check Tw for active hosts
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Test Bed Development
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� Implementation of Algorithm has to be done

� Test and Evaluate the software

Future Works



Questions and Comments


